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Information retrieval

Information retrieval (IR) is the activity of obtaining information resources that are

relevant to an information need from a collection of those resources.

Information repository

Information need

Relevance Relationship

Given: User query (keywords, question, image, . . . )

Rank: Information objects (passages, documents, images, products, . . . )

Ordered by: Relevance scores
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Core pipelined paradigm: Index-Retrieval-Ranking

Doc parser
extraction, anti-
spamming, …

Index Retrieval Re-ranking Search results

Query parser
rewriting, expansion, 

suggestion, …
Search query

• Index: Build an index for each document in the entire corpus

• Retriever: Find an initial set of candidate documents for a query

• Re-ranker: Determine the relevance degree of each candidate
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Index-Retrieval-Ranking: Disadvantages

• E!ectiveness: Heterogeneous ranking components are usually di!cult to be

optimized in an end-to-end way towards the global objective
5



Index-Retrieval-Ranking: Disadvantages

Big storage

MS MARCO
300K

GTR (Dense retrieval) 
Memory size 1430MB

GTR (Dense retrieval) 
Online latency 1.97s

Slow inference speed

• E”ciency: A large document index is needed to search over the corpus, leading

to significant memory consumption and computational overhead
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What if we replaced the pipelined architecture with a single consolidated

model that e”ciently and e!ectively encodes all of the information con-

tained in the corpus?
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Opinion paper: A single model for IR

Doc Parser
extraction, anti-
spamming, …

Index Retrieval Ranking Search results

Query Parser
rewriting, expansion, 

suggestion, …
Search query

Search results

Search query

A Single Model
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Two families of generative retrieval

• Closed-book: The language model is the only source of knowledge leveraged
during generation, e.g.,

Capturing document ids in the language models

Language models as retrieval agents via prompting

• Open-book: The language model can draw on external memory prior to, during,
and after generation, e.g.,

Retrieval augmented generation of answers

Tool-augmented generation of answers
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Closed-book generative retrieval

The IR task can be formulated as a sequence-to-sequence (Seq2Seq) generation

problem

• Input: A sequence of query words

• Output: A sequence of document identifiers
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Neural IR models: Discriminative vs. Generative
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Why generative retrieval?

Doc Parser
extraction, anti-
spamming, …

Index Retrieval Ranking Search results

Query Parser
rewriting, expansion, 

suggestion, …
Search query

Search results

Search query

A Single Model

Doc Parser
extraction, anti-
spamming, …

Index Retrieval Ranking Search results

Query Parser
rewriting, expansion, 

suggestion, …
Search query

Search results

Search query

A Single Model

Heterogeneous objectives

A global objective

• E!ectiveness: Knowledge of all documents in corpus is encoded into model

parameters, which can be optimized directly in an end-to-end manner
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Why generative retrieval?

Memory size
(MS MARCO 300K)

Online latency

GTR
1430MB

GTR
1.97s

GenRet
860MB

GenRet
0.16s

Dense retrieval Generative retrieval

• E”ciency: Main memory computation of GR is the storage of document

identifiers and model parameters

• Heavy retrieval process is replaced with a light generative process over the

vocabulary of identifiers

D
at
a
so
u
rc
e:

[S
u
n
et

al
.,
20

23
]

13



Contents

• Definitions & preliminaries

• Docid design

• Inference strategies

• Training approaches

• Applications

• Challenges & opportunities
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Definitions & preliminaries



Generative retrieval: Definition

Generative retrieval (GR) aims to directly generate the identifiers of information

resources (e.g., docids) that are relevant to an information need (e.g., an input query)

in an autoregressive fashion (e.g., transformer-based encoder-decoder architecture)

“Transformer Memory as a Di!erentiable Search Index”. Tay et al. [2022]; “Autoregressive Entity Retrieval”. De Cao et al. [2021]
15



Two basic operations in GR

• Indexing: To memorize information about each document, a GR model should

learn to associate the content of each document with its corresponding docid

• Retrieval: Given an input query, a GR model should return a ranked list of

candidate docids by autoregressively generating the docid string

S
ou

rc
e:

[T
ay

et
al
.,
20

22
]

16



Training

Encoder

how to lose weight and stay motivated
Query123

how to store roasted pumpkin seeds
Doc246

what season is fear the walking dead
Doc357

Q123

D246

D357

Decoder

Stay Motivated to Lose Weight
Docid246

Store Pumpkin Seeds
Docid246

Walking Dead
Docid357

Indexing

Retrieval

Joint learning the indexing and retrieval tasks
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Inference

• Once such a GR model is learned, it can be used to generate candidate docids for

a test query qt , all within a single, unified model,

wt = GRω(qt ,w0,w1, . . . ,wt→1),

where wt is the t-th token in the docid string and the generation stops when

decoding a special EOS token

• The docids generated with the top-K highest likelihood (joint probability of

generated tokens within a docid) form a ranking list in descending order
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Docid design



Research questions (1): Docid design

Docid

Document Query

association mapping

How to design docids for documents?
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Categorization of docids

Docids
generation

GR model
utilization

• Pre-defined static docids

Docids GR model

initial
generation

utilization

joint learning & updating

• Learnable docids
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Pre-defined static docids

Important terms
(Zhang et al. 2023)

A single docid

Number-based 
docids

Word-based 
docids Multiple docids

Product quantization strings
(Zhou et al. 2022)

Naively structured strings
(Tay et al. 2022)

Zhou et al. 2022, Zhou et al. 2023, 
Nguyen and Yates et al. 2023c, 

Nadeem et al. 2022, Mehta et al. 2022 

Chen et al. 2023a, 
Rajput et al. 2023,
Zeng et al. 2024  

Titles
(De Cao et al. 2021)

URLs
(Zhou et al. 2022)

Pseudo queries
(Tang et al. 2023a)

Chen et al. 2022a,
Chen et al. 2022b, 
Thorne et al. 2022, 

Lee et al. 2022, 2023, 
Zhou et al. 2022  

(Li et al. 2023)

Unstructured atomic integers
(Tay et al. 2022)

Semantically structured strings
(Tay et al. 2022)

Zhuang et al. 2023, 
Nadeem et al. 2022

Ren et al. 2023,
Thorne et al. 2022

Wang et al. 2022, 
Chen et al. 2023b, 

Nadeem et al. 2022
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Pre-defined static docids: Summary

Relying on 
metadata

Relying on 
labeled data

The degree of semantic 
connection to the 

document
UniquenessConstructionDocid type

NoNoNoneYesEasyUnstructured atomic integers
(Tay et al. 2022)

A single docid: 
Number-based

NoNoNoneYesEasyNaively structured strings
(Tay et al. 2022)

NoNoWeakYesModerateSemantically structured strings
(Tay et al. 2022)

NoNoModerateNoModerateProduct quantization strings
(Zhou et al. 2022)

YesNoStrongNoEasyTitles
(De Cao et al. 2021)

A single docid: 
Word-based

YesNoStrongYesEasyURLs
(Zhou et al. 2022, Ren et al. 2023)

NoYesStrongNoModeratePseudo queries
(Tang et al. 2023a)

NoYesStrongYesHardImportant terms
(Zhang et al. 2023)

NoNoModerateNoEasySingle type: N-grams
(Bevilacqua et al. 2022)

Multiple docids
YesYesStrongNoModerateDiverse types

(Li et al. 2023)

22



How to design learnable docids tailored for retrieval tasks?
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Learnable docids

• Repeatable docids:

GenRet [Sun et al., 2023] learns to tokenize documents into short discrete

representations via a discrete auto-encoding, jointly training with the retrieval task

ASI [Yang et al., 2023] combines both the end-to-end learning of docids for existing

and new documents and the end-to-end document retrieval based joint optimization

• Unique docids:

NOVO [Wang et al., 2023] uses unique n-gram sets identifying each document and

can be generated in any order and can be optimized through retrieval tasks

24



Docid design: Summary

Docid type

- Low interpretability
- Moderate performance- Simplified constructionNumber-based

Single

Pre-defined
- Single-perspective 

representation of documents
- High interpretability
- Good performanceWord-based

- Slightly more complex 
construction

- Comprehensive document 
representations

- Better performance
Multiple

- Complex learning process- Adapting to GR objectives
- Best performanceLearnable
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Inference strategies



Research questions (2): Inference strategies

EncoderWhat is the most important thing for 
saving pumpkin seeds?

Query443

Decoder

Store Pumpkin Seeds
Docid246

Store Seeds
Docid998

Pumpkin Seeds
Docid683

?

Ranking list

1

2

3

…

Trained modelTest query

The generation process is di”erent from general language generation
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Roadmap of inference strategies

• A single identifier to represent a document:

Constrained beam search with a prefix tree

Constrained greedy search with the inverted index

• Multiple identifiers to represent a document

Constrained beam search with the FM-index

Scoring functions to aggregate the contributions of several identifiers

28



Single identifier: Constrained beam search with a prefix tree

• For docids considering order of tokens

• Applicable docids: Naively structured strings,

semantically structured strings, product

quantization strings, titles, n-grams, URLs and

pseudo queries

• Prefix tree: Nodes are annotated with tokens

from the predefined candidate set. For each

node, its children indicate all the allowed

continuations from the prefix defined traversing

the tree from the root to it
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“Autoregressive Entity Retrieval”. De Cao et al. [2021]
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Single identifier: Constrained beam search with a prefix tree

• For docids considering order of tokens

• Applicable docids: Naively structured strings,

semantically structured strings, product

quantization strings, titles, n-grams, URLs and

pseudo queries

• Prefix tree: Nodes are annotated with tokens

from the predefined candidate set. For each
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“Autoregressive Entity Retrieval”. De Cao et al. [2021]
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Example

English

France

0.7

0.3

0.8

0.2

English language

English literature

France

English language

English literature
<BOS>

English

France

language

literature

[EOS]

[EOS]

[EOS]

1

1

1

0.56

0.14

0.3

Beam size = 2 
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Inference: Summary

Inference strategies

- It cannot generate in an unordered 
manner

- Simple
Constrained beam search 

with prefix tree
(De Cao et al. 2021)A single 

docid
- It may require handling a significant 

amount of duplicate terms
- It can generate in any permutations 

of docids

Constrained greedy search 
with inverted index

(Zhang et al. 2023)

- It cannot generate in an unordered 
manner

- Complex construction
- Complex aggregation functions

- It can store all the information of 
documents

- The contributions of multiple docids 
comprehensively are considered

Constrained beam search 
with FM-index

(Bevilacqua et al. 2022)Multiple 
docids

- Depending on design
- The contributions of multiple docids 

comprehensively are considered
- Simple aggregation functions

Scoring functions
(Li et al. 2023)
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Training approaches



Research questions (3): Training approaches

Indexer & Retriever

how to lose weight and stay motivated
Query123

how to store roasted pumpkin seeds
Doc246

what season is fear the walking dead
Doc357

Stay Motivated to Lose Weight
Docid246

Store Pumpkin Seeds
Docid246

Walking Dead
Docid357

Indexing

Retrieval

Joint learning process of the indexing and retrieval tasks
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Challenges of training approaches

• How to memorize the whole corpus e!ectively and e”ciently?

Rich information in documents

Limited labeled data

• How to learn heterogeneous tasks well within a single model?

Di”erent data distributions

Di”erent optimization objectives

• How to handle a dynamically evolving document collection?

Internal index: model parameters

High computational costs: re-training from scratch every time the underlying corpus

is updated

33
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Multiple optimization: GenRRL [Zhou et al., 2023]

Based on reinforce learning framework

• train a linear reward model

• train a GR model with pointwise, pairwise and listwise optimization strategies

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
34



Multiple optimization: GenRRL [Zhou et al., 2023]

• Pointwise optimization:

→
∑

i (R(q, idi )→ b)
∑

t logP(w
i
t | w<t , q),

where R is a reward model, and b is a baseline

• Pairwise optimization:

→
∑

(idi ,idj )
(R(q, idi ) log pij + R(q, idj) log pji ,

where pij = |P(w i
t | q)→ P(w j

t | q)|
• Listwise optimization:

→
∑

idi↑C R(q, idi ) log
exp(P(wi

t |q))∑
j exp(P(wj

t |q))

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
35



GenRRL [Zhou et al., 2023]: Performance
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GenRRL

GenRRL introduce significant complexity, requiring the optimization of an auxiliary

reward function followed by reinforcement fine-tuning, which is computationally

expensive and often unstable
“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
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DDRO [Mekonnen et al., 2025]

2 3 6 ……

Model !!"#$

Pseudo-
query

Model 
!!"#$

DocIDDocID DocID

Labeled 
query

Model 
!!"#$

DocID

Query 
generation 

model

Model 
!!"#$

Model !!	

Labeled 
query

Labeled 
query

DocID+ DocID- DocID+ DocID-

Eq. (10)

Eq. (7)

Score(DocID+)
Score(DocID−)

Score(DocID+)
Score(DocID−)

Trainable parameters Frozen parameters

Document Document

Corpus

URL /
title+domain

Product 
quantization 

code

DocID

Product 
quantization

Step 1: DocID construction Step 2: Supervised fine-tuning Step 3: Direct L2R optimization using relevance feedback

Gradient updates

Loss computation

Passage
tf-idf
score

• DDRO: aligns token-level docid generation with direct document-level relevance

optimization via pairwise ranking, eliminating the need for explicit reward

modeling and reinforcement learning
“Lightweight and Direct Document Relevance Optimization for Generative Information Retrieval”. Mekonnen et al. [2025]
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DDRO [Mekonnen et al., 2025]

• Experimental results on MS 300K show that DDRO’s potential to enhance

retrieval e”ectiveness with a simplified optimization approach

“Lightweight and Direct Document Relevance Optimization for Generative Information Retrieval”. Mekonnen et al. [2025]
38



Combination of GR and retrieval-agumented generation (RAG)

How to jointly train the GR model and QA model?

LQA(Q
↓, I ↓D ,D

↓,A;ω) = →
∑

q→↑Q→,id↑ID ,d↑D,a↑A
log f (a|q↓, id , d ;ω),

where Q↓ is the query set of the downstream task, I ↓D are the docids retrieved by a GR

model, D↓ are the corresponding documents, a is an answer in the answer set A, f is

the QA function and ω is the model parameters
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MINT [Tang et al., 2025a]

Retriever Generator? A

Encoder

Retriever

Generator A
?

RetrieverGenerator? A

(a) Retrieval-augmented generation (RAG) 

(b) Generation-augmented retrieval (GAR) 

(c) Retrieval-augmented parallel generation (RPG)

Query Document Answer

Query Answer Document

Query

Document

Answer

D

D

D

RAG faces challenges:

• the structural gap between traditional dense

retrievers and autoregressive generators

• limited generation performance due to

insu!cient contextual guidance returned by the

retriever

“Boosting Retrieval-Augmented Generation with Generation-Augmented Retrieval: A Co-Training Approach”. Tang et al. [2025a]
40



MINT [Tang et al., 2025a]

Query

Document retriever Evidence-supported answer generator

(a) Retrieval-augmented generation (RAG) 

Retriever Generator

Who invented the 
electric light？

Docids AnswersDocuments

Thomas 
Alva 

Edison

Thomas Alva Edison, born 
in the United States, 

invented the electric light … Thomas Alva Edison
invented the electric light

Query

Answer generator Answer-oriented document retriever

(b) Generation-augmented retrieval (GAR) 

Retriever
Generator

Who invented the 
electric light？

DocidsAnswers Documents

Thomas 
Alva 

Edison

Thomas Alva Edison, born 
in the United States, 

invented the electric light …

Thomas Alva Edison
invented the electric light

• MINT: a framework that enhances RAG by co-training Retrieval-augMented

generatIon and geNeration-augmented reTrieval
“Boosting Retrieval-Augmented Generation with Generation-Augmented Retrieval: A Co-Training Approach”. Tang et al. [2025a]
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MINT [Tang et al., 2025a]

!!"#$ !#"!$

!-th iteration

Pseudo-samples generation

!%

RAG !!"# GAR "!"#

RAG !! GAR "!

Eq.(5) Eq.(8)

Iterative co-training

Exchanging 
samples

Confidence-based sample filtering

RAG !$ GAR "$

Warm-up training

!!"#$ !#"!$

… …

• Bridge the gap between the retriever and

generator using a unified encoder-decoder

structure

• Incorporate an iterative co-training strategy

between RAG and GAR, enabling mutual

enhancement through pseudo-samples

generation

“Boosting Retrieval-Augmented Generation with Generation-Augmented Retrieval: A Co-Training Approach”. Tang et al. [2025a]
42



MINT [Tang et al., 2025a]

Retrieval performance:

• Compared to most GR baselines,

MINTRG consistently achieves superior

performance. For example, on the

HoPo dataset, MINTRG (Llama2)

performs better than the SOTA

CorpusLM (Llama2) by 5% in terms of

R-precision

“Boosting Retrieval-Augmented Generation with Generation-Augmented Retrieval: A Co-Training Approach”. Tang et al. [2025a]
43



Training: Summary

Training approaches

- Moderate performance- SimpleStandard approach
(Tay et al. 2022)

- Requiring extra tools for selecting 
important paragraphs or sentences

- Enhancing the memorization
ability

Multi-granularity enhanced
(Tang et al. 2023a)

Stationary

- Depending on labeled data- Reducing the gap between 
training and inference

Pseudo query enhanced
(Zhuang et al. 2023)

- Depending on the quality of pre-
training corpora and task design

- Addressing the issue of no or 
limited labeled data

Pre-training based
(Chen et al. 2022b)

- Multi-stage training- Enhancing the relevance signalsPairwise optimization
(Li et al., 2023c)

- Rely on various external algorithms- Fully utilize relevance signals
Multiple optimization

(Zhou et al., 2023)

- Moderate performance
- Ignore catastrophic forgetting- Simple design & high efficiency

Unstructured atomic integers 
& constrained optimization

IncDSI
(Kishore et al.2023)

Dynamic

- High computational cost
- Difficult to capture the relationship
between old and new corpora

- Simple design
- Good performance

Unstructured atomic integers
& experience replay

DSI++
(Mehta et al. 2022)

- More complicated docid 
implementation

- Extra memory bank

- High efficiency
- Better at capturing the relationship 

between old and new corpora
- Better performance

Incremental product 
quantization & memory-

augmented learning

CLEVER
(Chen et al. 2023a)

- Data preprocessing incurs high costs
- Separate retrieval and reader module- Large model knowledge is introducedGCoQA

(Li et al. 2023a)

Apply GR in 
QA As above- A cross-encoder is introducedRe3val

(Song et al., 2024)

- The generation process of the retriever 
and reader is not explicitly connected

- Joint optimization for GR and QAUniGen
(Li et al., 2023a)

- The optimization process is complex- The optimization considers the docid
structure

PIPOR & PAG
(Zeng et al. 2024a & Zeng et al. 2024b)

Large-scale 
corpora

44
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Research questions (4): Applications

How to employ generative retrieval models in di”erent downstream tasks?

Entity LinkingFact Verification 

Open Domain QADialogue

Recommendation 

Slot Filling 

Image source: Murayama [2021], Stanford blog, Froomle AI, Google, Zero-shot blog, and Heck and Heck [2020]
45

http://ai.stanford.edu/blog/bootleg
https://www.froomle.ai/resource/news-what-is-a-recommender-system-for-digital-publishing
https://www.google.com
https://blog.research.google/2022/04/simple-and-effective-zero-shot-task.html


A range of target tasks

Fact Verification
De Cao et al. 2021, Chen et al. 2022b,
Chen et al. 2022a, Thorne et al. 2022,

Lee et al. 2023

Entity Linking
De Cao et al. 2021, Chen et al. 2022b,

Lee et al. 2023

Open Domain QA
De Cao et al. 2021, Chen et al. 2022b,

Zhou et al. 2022, Lee et al. 2023

Knowledge-intensive language tasks
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A range of target tasks

Fact Verification
De Cao et al. 2021, Chen et al. 2022b,
Chen et al. 2022a, Thorne et al. 2022,

Lee et al. 2023

Entity Linking
De Cao et al. 2021, Chen et al. 2022b,

Lee et al. 2023

Open Domain QA
De Cao et al. 2021, Chen et al. 2022b,

Zhou et al. 2022, Lee et al. 2023

More retrieval tasks

Multi-hop retrieval
Lee et al. 2022

Code retrieval
Naddem et al. 2022

Recommendation
Si et al. 2023, Rajput et al. 2023
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A range of target tasks

Fact Verification
De Cao et al. 2021, Chen et al. 2022b,
Chen et al. 2022a, Thorne et al. 2022,

Lee et al. 2023

Entity Linking
De Cao et al. 2021, Chen et al. 2022b,

Lee et al. 2023

Open Domain QA
De Cao et al. 2021, Chen et al. 2022b,

Zhou et al. 2022, Lee et al. 2023

Industry retrieval tasks

Multi-hop retrieval
Lee et al. 2022

Code retrieval
Naddem et al. 2022

Recommendation
Si et al. 2023, Rajput et al. 2023

Official site retrieval
Tang et al. 2023a
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GBS [Tang et al., 2025b]

Metadata

Outline

Main text

Title

Author

Publisher

Chapters Sections

…
…

…
…

Chapter title

Chapter title

Chapter title

Section titles

Section titles

Section titles

• Books contain complex, multi-faceted

information, where the outline

provides hierarchical information

• How can GR be applied to book

search?

“Generative Retrieval for Book Search”. Tang et al. [2025b]
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GBS [Tang et al., 2025b]

• Generative retrieval framework for Book Search (GBS)

Query

Keywords

Summary

Chapter text

Whole text

······

…
…

decoder

Book-id

Book-id

Book-id

Section-id

Chapter-id
Multi-head 

retentive-attention

Feed-Forward
Network

Input 
embeddings

⨁

⨁
⨁
⨁
⨁

1 2 3

1 2 3 1 2 1 2 3 4 ···

Chapter-level 
positional encoding

Section-level 
positional encoding

(b) Outline-oriented bilevel positional encoding

Scaled dot-product attention & 
chapter-level positional encoding

Concat Concat
⨁

Linear projection

Retentive memory & 
Linear attention

Retrieve

Update

{KV}S-1 QS {KV}S

encoder

(a) Data augmentation

(c) Outline-oriented retentive attention
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“Generative Retrieval for Book Search”. Tang et al. [2025b]
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Overall performance

Inference time
Memory 

cost
Retrieval 

performance
GR method &
DR baseline

Tasks
(Datasets)

2.1 GB ✓83.6 RP ✓GENREKILT
(Wikipedia) 70.9GB72.9 RPDPR+BERT

5.35ms ✓-84.3 P ✓GEREFact Verification-
Document retrieval

(FEVER) 13.89ms-62.17 PRAG

2.95 GB ✓52.5 F1 ✓GMRMulti-hop retrieval
(EntailTree & HotpotQA) 15.81GB16.9 F1ST5

--1.81 nDCG@5 ✓TIGERSequential recommendation
(Sports and Outdoors) --1.61 nDCG@5 S3-Rec

--90.4 Acc ✓CodeDSICode retrieval
(CodeSearchNet) --89.8 AccCodeBERT

-2.5 times ✓-31 times ✓+42.4 R@20 ✓SE-DSIOfficial site retrieval
(Industry online data) DualEnc

The performance of current GR methods can only compete with part of dense retrieval

baselines, but still falls short compared to full-ranking methods
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Challenges & opportunities



Pros of generative retrieval

IR in the era of language models

• Encode the global information in corpus; optimize in an end-to-end way

• The semantic-level association extending beyond mere signal-level matching

• Constraint decoding over thousand-level vocabulary

• Internal index which eliminates large-scale external index
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Cons of generative retrieval: Scalability

• Large-scale real-word corpus

Current research can generalize from corpora of hundreds of thousands to millions

How to accurately memorize vast amounts of real complex data?

• Highly dynamic corpora

Document addition, removal and updates

How to keep such GR models up-to-date?

How to learn on new data without forgetting old ones?

• Multi-modal/granularity/language search tasks

Di”erent search tasks leverage very di”erent indexes

How to unify di”erent search tasks into a single generative form?

How to capture task specifications while obtaining the shared knowledge?

• Combining GR with retrieval-augmented generation (RAG)

How to integrate GR with RAG to enhance the e”ectiveness of both?
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Cons of generative retrieval: Controllability

For an issue, it is often unclear what modeling knobs one should turn to fix the

model’s behavior

• Interpretability

Black-box neural models

How to provide credible explanation for the retrieval process and results?

• Debuggable

Attribution analysis: how to conduct causal traceability analysis on the causes, key

links and other factors of specific search results?

Model editing: how to accurately and conveniently modify training data or tune

hyperparameters in the loss function?

• Robustness

When a new technique enters into the real-world application, it is critical to know not

only how it works in average, but also how would it behave in abnormal situations
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Q & A

Thank you for joining us today!
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